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0. Introduction

1. Regression
1.1 Multivariate Linear Regression (curve fitting)

1.2 Regularization (Lagrange multiplier)
1.3 Logistic Regression (Fermi-Dirac distribution)
1.4 Support Vector Machine (high-school geometry)

2. Dimensionality Reduction/feature extraction
2.1 Principal Component Analysis (order parameters)
2.2 Recommender Systems
2.3 Clustering (phase transition)
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3. Neural Networks

3.1 Biological neural networks

3.2 Mathematical representation

3.3 Factoring biological ingredient

3.4 Feed-forward neural networks

3.5 Learning algorithm

3.6 Universal Approximation Theorem



Logistic Regression Model
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Used when the output is categorical,;
Classification;

Bounded output;
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Inputs: X1,X2,X3 || Weights: ©1,02,03 || Outputs: Happy or Sad
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Inputs (X) logits (Y) S(Y)
A S - : x1
N Penguin Activity Penguin Activity Description How Penguin felt ( Target )
1 xd Eating squids Happy X2 W+ S(Y)
_ _ > i
2 X2 Eating small Fishes Happy o .
X3 Linear Model Logistic function
3 X3 Hit by other Penguin Sad
x4
4 X4 Eating Crabs Sad

Logistic Rggression for Binary [Classification
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logit hypothesis/activation/sigmoid
Logistic Regression—Detailed Overview

https://towardsdatascience.com/logistic-regression-detailed-overview-46c4da4303bc
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Logistic Regression
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Fermi-Dirac distribution
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Logistic Regression

1 1

T
2 =0" -z h — § _

Several important properties of logistic function

g(z) +g(—2) =1




Perceptron

Neuron with Sigmoid-Function

Neural network

(A) a neuron of an artificial neural network
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(B) deep neural network
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Human Body: Nervous System

The nervous system is made up of the central nervous system and peripheral
nervous system. These systems work together to collect and interpret data from
the body's internal and external environment and control responses.

y @
cord
) i [ ]
Peripheral Nervous 4 > L]
7 R /A / t \ \' .
The peripheral nervous system (PNS)

System
connects the CNS to the rest of the body. Spinal
Nerves branch out from the brain ang nerve ]
spinal cord, extending to the organs, I ¢ - | x

2 o i {
muscles, and other parts of the body. - | n
Neurans are highly specialized calls Nerves ‘:\
that transmit chamical and electrical
information in the body. Neurons use
shart, branched extensicns called
dendrites fo recaive nerva impulsas from

surounding cels. Thase messages then | | ‘ ,
travel through the cel bo:l'/ o the axon,
a thraadlike structure. Th maulss moves | ; y \ ‘

hidden
layers

Central Nervous System

The central n2rvous system
(OS] 1 mlugu«. lhu Lmdy
ntial

infoemation a dem

Sp I
an appropriate response.

Neurotransmitters are chemicals that
relay signals between neurons and
bodey tissues. Neurotransmitters include
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Logistic Regression — it is very logical !

A group of students spends between 0 and 6 hours studying for an exam. How does the
number of hours spent affect the probability of the student passing the exam?

Hours 0.50 0.75/1.00 125 150 1.75 1.75 2.00 225 2.50 2.75| 3.00 3.25 3.50| 4.00 4.25 4.50 4.75 5.00 5.50

Pass 0 0 0 0 0 0 1 0 1 0 1 0 1 0 1 1 1 1 1 1

Probability of passingexam versus hours of studying

. .._ o " B 1 B 1
g(x) = 1+ e—(Botbrz) 1 1 o—(—4.0777+1.5046-Hours)

hg(x) = 0.5 happens at x =2.71

Probability of passing exam

1
Probability of passing exam = = 0.26
1+ exp(— (1.5046 - 2 — 4.0777))

3 ) - < 1
rours stuaing Probability of passing exam = = 0.87
1+ exp(— (1.5046 - 4 — 4.0777))

Decision boundary

https://en.wikipedia.org/wiki/Logistic regression
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Logistic Regression — it is very logical !
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Logistic Regression — it is very logical !
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1. g(z)+g(—2) =1 g
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2. ¢'(2) = 9(2)(1 — g9(2)) = 9(2)9(—2)

3. g'(—z) — g'(z) 0.2
0.0

z

-20-15-10 -5 0 5 10 15 20

0.0

0.2

0.4 0.6
hg(x)

0.8

1.0




Gradient descent
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Logistic Regression — it is very logical !
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Logistic Regression — it is very logical !




