
0. Introduction

1. Regression
  1.1 Multivariate Linear Regression (curve fitting)
  1.2 Regularization (Lagrange multiplier)
  1.3 Logistic Regression (Fermi-Dirac distribution)
  1.4 Support Vector Machine (high-school geometry)

2. Dimensionality Reduction/feature extraction
  2.1 Principal Component Analysis (order parameters)
  2.2 Recommender Systems
  2.3 Clustering (phase transition)
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Learning Curves and Regularization
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Learning Curves and Regularization
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