Multivariate Linear Regression

e Deterministic method
 Normal equation, computational complexity and instability issues
e Stochastic method

e Gradient Descent

e Steepest Descent
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Paraboloid and positive-definite
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(a) positive-definite, symmetric
(b) negative-definite
(c) singular, a set of solution

(d) saddle point




Steepest Descent

L x [ T gradient

A e search line,
f(x) is minimised where the gradient is
orthogonal to the search line

— Steepest descert

| 46 " The search direction is orthogonal, but this is not
SO\ sufficient,
The searching direction needs to be A-orthogonal
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Each gradient is orthogonal to the previous gradient



Let’s eigen do it
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f(x) = 5 Az —blz +c
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Eigenvalues and eigenvectors:

If r_{(i)} is the eigenvector, only one step to converge to the exact solution

Ary = Argy a=1/A

T ey = b Al targ))

“Eigenvectors are useful tools, and not just bizarre torture devices inflicted on you by your professors for the
pleasure of watching you suffer (although the latter is a nice fringe benefit)”



Paraboloid is ellipsoidal, only if r are
eigenvectors, can one find the minimal

e

Paraboloid is spherical, no matter
what point we start, always find the
minimal

M)

—4 OO

CG is to find the orthogonal directions in a stretched (scaled) space.



Conjugate Gradient Method
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Pairs of vectors that are A-orthogonal, conjugate



Many steps to find the solution
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Only takes N-steps to find the solution
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a set of n mutually conjugate vectors (with respect to A)

P:{PDPQ)'”)PTL}

n
One can express the solution T* = Z o; P Decompose a vector x* to a sum of
i=1 A-orthogonal components
n )
Ax* =) AP, ————
i=1 g N
. e NN
T f.. T : / ,///Ff:\\\\\\\\\
PrAz* =Y oPTAP, Yi#k PIAP =0 Az*=b e NN
=1 T \E \\ \\\‘ \ ( \\\\\\\
i \
ak L Pk b %\ T~ J >
— N ~_~
P]ZAP[C \\ % \\:\\w/
aa—
&\ SN

7“(0) — b — Aaz(o)
Py = 7(0)

Repeat from k=0 k) =

T(k+1) = (k) T Q) L)

rer1) =0 — Az = b— A(zgy +agPay) = rey — e APw)

Gram-Schmidt conjugation Bky =
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Tk and 741y are orthogonal

Py and P44y are A conjugate

N step converge
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